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 ChatGPT não tem consciência

      Aprende antes, mas não depois

O ChatGPT foi treinado com dados até uma certa
data . Ele não aprende com as conversas individuais
e não retém memórias (a menos que você ative um
recurso específico com memórias personalizadas).

ESCREVA em quase qualquer estilo
Você pode pedir que o ChatGPT escreva como
Shakespeare, Clarice Lispector, em linguagem de
programação, ou até como uma criança de 5 anos
— ele se adapta ao tom, vocabulário e formato
com muita flexibilidade.

Usa tokens, não palavras

O modelo processa texto em tokens, que podem
ser palavras inteiras, partes de palavras ou
até mesmo pontuações. Por exemplo,
“inteligente” pode virar dois tokens: “inteli” +
“gente”.

Apesar de parecer "intligente" ou "conversar como
um humano", o ChatGPT não pensa nem tem emoções.

Ele apenas prevê a próxima palavra com base em
padrões aprendidos com bilhões de te

O ChatGPT foi treinado com dados até uma certa data
(por exemplo, o GPT-4 teve corte em 2023/2024). Ele
não aprende com as conversas individuais e não retém

memórias (a menos que você ative um recurso
específico com memórias personalizadas).

 ChatGPT não tem MEMÓRIA
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