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ABSTRACT 
 
There are numerous network-reliant devices, sometimes diverse in meaning and 
material, which differ in sending-related functionalities such as coordination and 
range. Unreliability in LoRaWAN networks may be caused by signal variation, as 
well as by collision and by other activities of the network. Collisions between 
networks result in frame collision, which mostly results in packet drops while 
devices have used the same LoRa parameters (SF, BW, and CF). The periodicity 
in transmission and size of the payload contributes to colliding states as the 
longer the transmission times (ToA); the channel is being occupied for a longer 
time [1]. These include transmission power, as well as site positions of the 
gateway. This experimental study throws light on the collisions and interference 
of the data on LoRaWAN, focusing on measuring how different SFs and payload 
sizes affect the quality of the scenario data transmission in interference scenarios 
involving the inter-SF type. The study is quite important regarding smart cities as 
IoT networks will then require communication that are reliable and scalable. 
Failure to use SFs and packet lengths appropriately increases ToA, leading to 
higher latency and packet loss, especially in Non-Line of Sight (NLOS) 
environments. We used RSSI, ToA, and Packet Data Rate (PDR) to optimize 
network reli-ability. It can be concluded that inter-SF interference influences ToA, 
resulting in increased packet loss in NLOS situations. 
 
KEYWORDS: IoT, LPWAN, LoRaWAN, LoRa, spreading factor, collision effects, 
interference, payload size. 
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CHAPTER 1 
 
INTRODUCTION 
 
 
 
 
 

In smart city scenarios, the application of Internet of Things (IoT) has 

elevated the challenges faced and simultaneously improved the lives of residents. 

IoT is shaping smart cities by integrating various devices and technologies, 

reducing the need for human intervention. This integration promotes sustainable 

living, increases comfort, and enhances productivity for the population. Various 

domains benefit from IoT in smart cities, including transportation, energy 

management, healthcare, and environ-mental monitoring. Additionally, innovative 

integrations with blockchain and IoT technologies are emerging. However, 

challenges such as privacy, security, and scalability must be addressed, especially 

in new applications like Industry 4.0 (advanced manufacturing), smart financing, 

and intelligent transportation (connected mobility). 

Not all applications require the same level of security or quality of service 

(QoS). Understanding QoS [2] in networking is essential for effective traffic 

management. Different IoT services have varying QoS requirements based on 

factors such as functionality (e.g., monitoring, control, data processing and 

analysis), message type (occasional, regular, or interactive response), data rate 

(low or high), latency, reliability, se-curity (encryption, authentication, access 

control), and scalability (efficiently managing the growing number of devices). 

In this context, the trend is towards increasing the number of End Devices 

(EDs) and Gateways (GWs) in networks, offering different types of services and 

generating various types of messages (i.e., different payloads co-existing). 

During the network de-sign process, critical variables include determining the 

optimal placement of GWs and EDs. Factors such as coverage, interference, and 

signal strength must be considered, along with assessing the desired coverage 

area and density to balance coverage and capacity. Additionally, the successful 

deployment of devices depends on various fac-tors, including data rate, payload 

frequency, and battery life. These can be detailed as follows: 
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• Data Rate: Low data rate schemes allow more devices to share the 

network but affect payload size and latency. 

• Payload Frequency: Devices transmitting frequently (e.g., every hour) 

consume more resources. 

• Battery Life: Longer battery life requires efficient power management, 

significantly influenced by data rate and payload frequency. 

These challenges are particularly relevant for smart city applications [3] 

such as traffic management systems, environmental monitoring, and smart 

building automation. To address these issues, advanced interference 

management techniques and adaptive SF selection algorithms can be employed 

to optimize network performance and ensure reliable communication. 

Interference management techniques, such as dynamic channel allocation and 

interference cancellation, help minimize the impact of overlapping signals from 

multiple devices. These techniques dynamically adjust the communication 

parameters to reduce collisions and improve signal clarity. Long Range (LoRa)/ 

Long Range Wide Area Network (LoRaWAN) networks are primarily adopted in 

smart cities to optimize resource use and promote sustainability [4]. This further 

includes smart street lighting, efficient building management, and transport 

optimization (SDG 7). In addition, these networks provide efficient coverage, 

scalable IoT applications, and low operating costs, all of which strengthen urban 

infrastructures (SDG 9). The performance evaluation of these networks will 

enhance coverage, energy efficiencies, and data security requirements, fostering 

innovations in the city space. 

Adaptive Spreading Factor (SF) selection algorithms, on the other hand, 

dynamically choose the optimal SF for each device based on real-time network 

conditions. By analysing factors such as signal strength, distance from the 

gateway, and current net-work load, these algorithms can assign the most 

suitable SF to each device. This en-sures efficient use of the available spectrum, 

reduces latency, and enhances overall network reliability. 

In this context, studying how specific SFs (7, 9, and 12), along with payload 

lengths (14, 32, and 51 bytes), influence signal transmission, collisions, and 

interference in a smart city deployment is even more relevant to ensure reliable 

data transmission in challenging conditions. More in detail: 
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• Optimization of Network Performance: Understanding how different SFs 

and pay-load sizes affect signal transmission can help in fine-tuning the 

network for optimal performance. This can lead to more efficient use of the 

available spectrum and bet-ter overall network reliability. 

• Interference Management: By studying these parameters, we gain a better 

under-standing of how to manage interference, which is crucial in a dense 

urban environment where many devices might be transmitted 

simultaneously. 

• Adaptive Techniques: The data from such a study can aid in developing 

more effective adaptive SF selection algorithms and interference 

management techniques. This can help dynamically adjust communication 

parameters to minimize collisions and improve signal clarity. 

• Real-World Application: In a smart city, various applications (e.g., traffic 

management, environmental monitoring, smart lighting) have different 

requirements. Understanding the impact of SFs and payload sizes can 

help customize the network to meet these diverse needs. 

These results will highlight the critical need to optimize SFs and packet 

lengths to enhance network reliability and scalability. As the number of connected 

devices in a smart city grows, the ability to manage collisions and interference 

becomes increasing-ly important. Studying these factors can help design a 

scalable network that can han-dle future growth. By addressing these challenges, 

LoRaWAN can better support the diverse and demanding communication needs 

of smart cities, ensuring efficient data transmission and robust connectivity in 

urban environments. 

In the design of a LoRaWAN network, it is quite important to carefully weigh 

trade-offs among these key variables and network capacity [5]. Additionally, 

precise configuration of parameters—such as spreading factors, bandwidth, 

transmit power, and duty cycling—has a significant impact on LoRaWAN 

performance [6]. Besides the geographical arrangement of GWs and EDs, 

interference—both internal within the network and external from other sources—

plays a pivotal role and managing it well will be crucial for a LoRaWAN network 

Efficiency [7] [8]. Consequently, the design and implementation of these IoT 

LoRaWAN networks present a series of challenges, making their study a wide field 
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of experience and interest. The reliability and quality of service in these networks 

will, this way, significantly influence their overall performance and scalability. 

In our research, we explore interference effects related to the SF and 

Collision Effects in the 868 MHz LoRaWAN Radio Interface. We create real-world 

scenarios with devices transmitting varying information at different distances, 

potentially leading to packet overlap and increased packet loss probability. Our 

study involves practical tests, including approximately 800 field measurements 

between a gateway and a LoRa device, which we detail in this paper. If 

simulations tools are valuable during network projects, field tests remain decisive. 

And correctly setting LoRaWAN parameters is fundamental for achieving optimal 

network performance and to substantiate design considerations, measuring 

performance indicators will be necessary. This way, metrics such as RSSI, ToA, 

and PDR will be used to test the reliability and quality of service of a LoRaWAN 

link in real-world scenarios. Validating these metrics to ensure a good quality of 

LoRa signals will be a key factor in our experiment.  

In this study, validating the performance indicators within the proposed 

scenarios could extend their applicability to other types of scenarios with a 

different scale. As said before, the designer’s theoretical choices regarding LoRa 

parameters significantly impact network performance and scalability.  

Among the various parameters considered, SF, for example, may not be 

as obvious as it seems [9]. Depending on the selected parameters (and the 

presence of neighbouring networks), both intra-SF interference and inter-SF 

interference can occur. This way managing both types of interference will be 

essential for optimizing network efficiency and scalability [10] [11] and designers 

should conduct field tests to validate their choices and optimize their networks. 

These measurements will also shed light on the importance of the SF and the 

impact of overlapping SFs within the same channel, particularly concerning 

interference and collisions. Detailing: 

SF: 

• SF determines the signal’s bandwidth and data rate. 

• Higher SF (e.g., SF12) provides better resistance to interference but 

increases airtime, while lower SF (e.g., SF7) allows faster data rates but 

can be more susceptible to interference. A low SF spreads the signal 
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across a broader frequency range due to longer chirps, impacting 

interference susceptibility. 

• PDR can reflect how well the chosen SF copes with interference and 

collisions. 

Interference: 

• High interference can degrade signal quality, leading to packet loss and 

reduced reliability and quality of service. 

• RSSI helps detect interference by measuring signal strength. A sudden 

drop in RSSI may indicate interference. 

Collisions: 

• Collisions occur when multiple devices transmit simultaneously. When two 

or more devices attempt to send data at the same time, their signals can 

interfere with each other, leading to packet loss. And ToA helps estimate 

collision timing. Longer ToA can indicate more collisions. 

• Optimizing SF (and duty cycle) can minimize collisions. 

• PDR quantifies successful packet delivery despite collisions. 

After the designer has made theoretical choices for a network, utilizing 

measuring performance indicators such as RSSI, ToA, and PDR becomes 

essential for validating those decisions. By adjusting the SF, monitoring RSSI and 

ToA and analysing PDR, Lo-RaWAN networks can effectively mitigate 

interference and manage collisions. So, these metrics validate the practical 

feasibility of theoretical choices, ensuring that the network performs as expected 

in real-world scenarios. 

To simulate real-world behaviour, we transmitted packets with different 

SFs and data sizes in a pseudo-random manner. These transmissions 

overlapped within the same channel, creating an inter-SF interference scenario. 

By doing so, we explored the theoretical orthogonality between these 

parameters. Even though we transmitted it from a single source, this approach 

allowed us to model the behavior of multiple de-vices within a LoRa network. 

Different possibilities of orthogonalize transmissions were set. This way 

Carrier Frequency (868.2 MHz), Code Rate (CR) of 4/5 and BW 125 kHz were 

fixed, while testing different SFs (7, 9, 12). Our goal was to increase the likelihood 

of packet loss by adjusting the emitted power and shortening the transmission 
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distance while transmitting packages of different SFs and different payload sizes. 

This deliberate interference was intended to create a significant impact, as 

discussed in the previous study by D. Croce et al. [12] where in their analysis of 

LoRa modulation, they demonstrated that colli-sions between packets of different 

SFs can indeed lead to packet loss, particularly when the received interference 

power is strong enough. 

The aim of this experimental work is to verify the effects of collisions and 

interference in LoRaWAN, focusing on how SFs and payload sizes influence 

signal transmission quality in an inter-SF interference scenario. This research is 

crucial for smart cities, where numerous IoT devices are deployed to monitor and 

manage urban infra-structure. Reliable and efficient communication networks are 

essential for the seamless operation of urban IoT (UIoT) systems. In this context, 

the integration of IoT, along with other systems such as cyber-physical systems 

and cloud computing, necessitates robust and scalable communication networks 

to ensure efficient data transmission and network reliability. LoRaWAN, with its 

long-range and low-power capabilities, is al-ready a widely adopted technology 

for connecting numerous devices and can be seamlessly integrated across large 

urban environments. In such environments, inter-SF interference can significantly 

impact the performance of LoRaWAN networks. The choice of SFs and packet 

lengths directly affects ToA. When multiple devices operate near gateways, using 

different SFs and varying packet lengths can lead to increase latency and longer 

ToA. This, in turn, raises the risk of packet loss, especially in scenarios with a low 

Signal to Interference Ratio (SIR). Such limitations pose challenges to the 

scalability of the network, particularly in NLOS situations, where obstacles like 

vegetation or buildings can further degrade signal quality. 

The choice of SF and payload size directly influences energy consumption. 

Tests allow for determining which SF is most efficient for short distances, 

ensuring shorter transmission times and longer battery life. To further understand 

the impact of SF and payload size on energy consumption, we conducted tests 

to measure ToA and energy consumption values for various combinations of SF 

and payload size. 

Our work validates measuring performance indicators like Received Signal 

Strength Indicator (RSSI), ToA, and PDR to assess network reliability. By 

analysing ToA in relation to RSSI and different data sizes, and examining RSSI 
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for different SFs and data sizes, we gain a comprehensive understanding of the 

network’s performance. Additionally, we evaluate packet loss through PDR to 

understand the reliability of packet transmission. These metrics are essential for 

optimizing the performance and reliability of LoRaWAN networks, which will 

impact various smart city applications such as environmental monitoring, smart 

metering or smart buildings. In the end, we conclude that in an environment with 

inter-SF interference, the choice of SFs and packet lengths impacts ToA, leading 

to packet loss in the NLOS scenario. 

In Section 2, we present related work. In Sections 3 and 4, we will discuss 

the fundamental mechanisms and concepts of LoRa technology, exploring their 

impact on network performance. We also analyse the causal relationships 

between various factors affecting network efficiency and summarize the 

challenges specific to LoRaWAN networks. Section 5 describes the specific 

experimental environment and methods and provides a discussion of the results. 

Finally, Section 6 presents our conclusions and future work. 
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CHAPTER 2 
 
RELATED WORKS 
 
 
 
 
 

IoT is characterized by ongoing growth and innovation. It has moved 

beyond its initial stage of basic connected devices and has transformed into a 

sophisticated eco-system of interconnected sensors, devices, and platforms. 

Understanding interference and collisions in real-world scenarios is essential for 

achieving successful scalability when deploying efficient LoRaWAN networks. 

However, this scalability faces a significant challenge due to the use of a variant 

of the Aloha protocol in its Medium Access Control (MAC) layer. As the number 

of devices (EDs and GWs) increases, performance degrades rapidly. Therefore, 

making balanced and informed choices and tuning the physical layer (PHY) 

parameters becomes crucial. These decisions will significantly impact LoRaWAN 

performance and help mitigate the limitations introduced by the pure Aloha 

protocol, ultimately enhancing LoRaWAN scalability, reliability, and over-all 

service quality. Several studies related to the theme under study in this paper 

have been conducted.  

Jetmir Haxhibeqiri et al. [13] in their study focuses on assessing the 

scalability of LoRaWAN networks in terms of the number of end devices per 

gateway. They per-formed measurements to understand the interference 

behaviour between two physical end nodes. Their conclusion was that even 

under concurrent transmission, one of the packets can be received under certain 

conditions. Based on these measurements, the researchers created a simulation 

model. When the number of nodes increases up to 1000 per gateway, the losses 

can be up to 32%. However, with a lower application lay-er duty cycle (below the 

allowed radio duty cycle of 1%), losses decrease further. While this study 

provides a solid basis and is important, our objective differs. We aim to establish 

real-world scenarios and investigate the impact of interference and packet length 

on the scalability of LoRaWAN networks, with the goal of enhancing their reli-

ability and overall quality of service. 
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In another study on scalability, Bor et al. [14] investigated the relationship 

be-tween physical layer parameter settings (such as bandwidth, coding rates, 

spreading factor, and centre frequency) and the capacity of LoRa networks. Their 

research focused on scenarios where devices communicate directly with a sink 

node, eliminating the need for complex multi-hop networks. LoRa offers various 

communication options, allowing transmitters to choose from Centre Frequency 

(CF), SF, BW, and CR. Through simulations, the researchers demonstrated that 

the choice of physical layer parameters impacts the number of LoRa nodes that 

can access the channel simultaneously, thereby limiting the network’s capacity. 

However, effective scalability can be achieved in LoRa networks through dynamic 

communication parameter selection and/or the use of multiple sinks. 

Lavric et al. [15] also address challenges posed by the IoT concept, 

including scalability and sensor integration. They focused on LoRa 

communication technology, which is considered an ideal solution for these 

issues. In their empirical evaluation, they analyse communication collisions in 

various scenarios. Despite an increased packet payload, communication 

resistance to interferences remained relatively unaffected. In a subsequent 

stage of the experiment, they employed a LoRa Traffic Generator with new 

Software Defined Radio (SDR) technology. And despite using orthogonal 

variable spreading factor techniques within the same communication channel, 

they concluded collisions between LoRa packets significantly impact 

communication performance showing that different spreading factors also 

exhibit conflict and greatly reduce LoRa performance. Moreover, the authors 

find that packet length is not a key factor affecting LoRa performance. Our study 

aims to demonstrate the opposite. 

Other researchers have already explored the reliability of communication 

links in smart cities. They considered various distances between end nodes and 

base stations, along with different spreading factors. Some early studies were 

conducted by S. Kartakis et al. [16] and M. Centenaro et al. [17]. In [16] they 

analysed standard technologies like LoRa, Sigfox, NB-IoT, and LTE-M. Their 

findings highlighted the potential of these Low-Power Wide-Area Network 

(LPWAN) technologies for cost-effective and energy-efficient IoT applications. 

However, real-world performance remains an ongoing area of investigation. In 

turn, [17] describes LPWANs as an emerging wireless connectivity paradigm. 
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These networks utilize low-rate, long-range transmission technologies in 

unlicensed sub-GHz frequency bands. The star topology of LPWANs offers 

advantages over established paradigms, particularly for Smart Cities 

applications, emphasizing efficiency and effectiveness. 

In a work aimed to study the LoRaWAN Performance Evaluation, 

Sanchez-Iborra, R. et al. [18] investigated three distinct scenarios—urban, 

suburban, and rural. They emphasized the importance of evaluating 

deployment scenarios for successful system implementation. They achieved 

that propagation conditions significantly impact Lo-RaWAN performance, and 

a balance between network robustness and transmission data rate is 

essential. However, their study did not explore all parameter configurations, 

leaving some details about the relationship between physical layer parameters 

and LoRa performance unspecified.  

Regarding interference and robustness, B. Reynders et al. [19] compared 

Chirp Spread Spectrum (CSS) modulation with Binary Phase-Shift Keying 

(BPSK) in terms of robustness and interference. Despite symbols not being 

perfectly orthogonal, CSS demonstrated robustness against interfering signals. 

However, in long-range communication, relying solely on robustness is 

insufficient due to the considerable impact of propagation losses. While 

robustness is important and does help in dealing with weakened signals due to 

propagation losses, other strategies (e.g. such as increasing trans-mission 

power, using directional antennas, employing repeaters, or using ADR) might be 

necessary to ensure reliable communication and are often needed to address the 

significant impact of these losses in long-range communication. These measures, 

combined with the inherent robustness provided by CSS technology, make 

LoRaWAN well-suited for long-range, low-power communication applications. 

Also, a solution like deploying more gateways can improve coverage (reduces 

the distance between end de-vices and gateways), but the challenge of scalability 

of the networks becomes a major question. 

Qingjie Guo et al. [20] in their study aim to understand how physical layer 

param-eters impact LoRa packet reception performance and energy efficiency. 

Their study was conducted to an evaluation experiment under a negative 

Signal-to-Noise Ratio (SNR). They clarified the specific details of the 

relationship between physical layer parameters (such as bandwidth, spreading 
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factor, and coding rate) and LoRa packet reception performance. Their study 

also examined the effect of packet length on reception performance. Their 

conclusion was that, for large amounts of data, longer packets outperformed 

shorter ones. In the end and considering both physical layer parameters and 

packet length, the author proposed a transmission scheme that balances 

reliability, delay, and energy consumption. Yet, the paper lacks specific 

scenarios such as Line-of-Sight (LoS), NLOS, or different distances. That we 

propose in our study. And without these scenarios, it would be quite challenging 

to assess the study’s impact in real-world applications. 

As previously mentioned, our study diverges from the related previous 

research. We aim to obtain important details regarding the influence of various 

SFs on Lo-RaWANs packet reception performance over the same channel, while 

also considering different packet length settings. Additionally, we propose 

validating the measuring performance indicators introduced in the study’s 

introduction, namely, RSSI, ToA, and PDR – within the proposed scenarios. This 

validation aims to assess the practical feasibility of theoretical decisions made by 

the designer and to evaluate the reliability and quality of service of our link. By 

doing so, we gain insights into how these results will impact performance and 

scalability on other networks. Our focus lies not on simulations but on conducting 

real-world field tests. 
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CHAPTER 3 
 
BACKGROUND OF LORA/LORAWAN TECHNOLOGY 
 
 
 
 
 

LoRa/LoRaWAN is an LPWAN technology owned by Semtech [21] based 

on CSS modulation.  

 

Figure 1. LoRa/LoRaWAN Network

 
Source: (adapted from [22]) 

 

This architecture exemplifies a scalable IoT solution where data is 

collected from various field devices (End Nodes), transmitted through an 

intermediate infrastructure (Concentrators/Gateways and Network Server), and 

finally utilized in specific applications (Application Servers). This approach 

ensures efficient data management and the ability to scale the network as 

needed. The frequencies used may vary depending on the region, as they are 

unlicensed, those being: 433 MHz and 868 MHz for Europe [22]. LoRa is highly 

efficient in terms of power usage, wireless data transfer and license-free sub-

gigahertz radio frequency bands, which is why it is often used in IoT systems.  

 

3.1 LORA BASICS 

 

The LoRa network uses CSS Modulation, which is a spectral spreading 

technique. Spread spectrum techniques use a greater communication bandwidth 
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than the original signal band to combat fading and shadowing problems. Fading 

can originate in reasons like signal strength variations (due to obstacles), 

reflections or interference and shadowing can originate walls, hills or other 

objects blocking the signal and causing attenuation. By spreading the signal, the 

impact of fading and shadowing will be minimized. Even if part of the spectrum is 

affected, other parts remain usable.  

As written before the LoRa modulation technique (CSS) essentially 

consists of varying the frequency of a given wave. In chirp modulation, the 

frequency of the transmitted signal changes linearly over time. This allows LoRa 

signals to be robust against interference and noise. Frequency will increase 

linearly in the case of an up-chirp and decrease in the case of a down-chirp. 

Figures 2 and 3 show a graphical representation of this variation. 

 

Figure 2. Graphical representation of an up-chirp  

 
Source: (adapted from [23]). 

 

Figure 3. Graphical representation of a down-chirp  

 
Source: (adapted from [23]). 

 

Figure 4, below, shows the representation of an up-chirp for its frequency 

as a function of time. 
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Figure 4. Representation of an up-chirp, where B represents the Bandwidth and Ts the symbol time  

 
Source: (adapted from [23]). 

 

By observing Figure 5 we can draw some conclusions about a chirp. There 

is an increasing, linear variation in frequency over time. Also, an interesting thing 

about chirps is that the maintenance of a constant bandwidth over their duration 

means that even as the frequency changes, the overall width of the frequency 

band that the chirp occupies remains the same. This property is quite important 

for the operation of a LoRa network and is one of the reasons why it’s able to 

provide long-range communication with low power consumption.  

When growth reaches the upper end of the frequency band (fmax), there 

is a "jump" to the minimum frequency end (fmin). The slope of these chirps (rate 

at which the frequency changes) is determined by the SF. A higher SF results in 

chirps with a slower slope, while a lower SF results in chirps with a steeper slope. 

Looking at Figure 5, we can obtain the expression (1) for the bandwidth of 

this symbol, 

 

𝐵𝑊 =  𝑓𝑚𝑎𝑥  −  𝑓𝑚𝑖𝑛[𝐻𝑧]                                                                                         (1) 

 

Equation (2) below, shows that the symbol time depends not only on the 

bandwidth but also on the spreading factor (Figure 5).  
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Figure 5. SF defines the number of bits that can be encoded by a symbol (at left an 
unmodulated signal and at right a modulated one)  

 
Source: (adapted from [24]). 

 

In the modulated signal of figure 5 we could also see 4 symbols 

represented, each one having a time duration that we can further represent by 

Ts, and Ts can be expressed by [21]:  

 

𝑇𝑠 =
2𝑆𝐹

𝐵𝑊
[𝑠]                                                                                                           (2)  

 

This formula tells us that if the band is fixed the higher the SF the higher 

the symbol time. For example, if BW=125 kHz and SF=7 (7 bits in a symbol), Ts 

will be: 

 

𝑇𝑠 =
27

125000
= 0.001024[𝑠], or 1.024 [𝑚𝑠] 

 

To the same BW if the SF=9 the Ts will be: 

 

𝑇𝑠 =
29

125000
= 0.004096[𝑠], or 4.096 [𝑚𝑠] (4 times higher than the previous 

example) 

 

Increasing Ts means the message transmission time (ToA) will also 

increase (and this way, bigger distances will be achieved). Furthermore, the 

number of chips per chirp is given by 2𝑆𝐹 [21]. the symbol rate can be given by:  

 

Rs =
1

𝑇𝑠
=

𝐵𝑊

2𝑆𝐹 [
𝑠𝑦𝑚𝑏𝑜𝑙𝑠

𝑠
]                                                                                             (3) 

 

And 2𝑆𝐹 representing the number of chips per chirp [21]. As an example, 

being BW=125 kHz and SF=7, Rs will be: 



24 

Rs =
125000

27
= 976,56 [

𝑠𝑦𝑚𝑏𝑜𝑙𝑠

𝑠
] 

 

So, if, as the example before, SF increases from 7 to 9, and the symbol 

time (Ts) increases by 4 times, it means the symbol rate Rs (being the inverse of 

Ts) will be reduced by 4 times. 

The BW equals the chip rate, just changing the units (Hz per Chips/s) and 

the formula (3) could also be written in the form of:  

 

Rs =
1

𝑇𝑠
=

𝑅𝑐

2𝑆𝐹 [
𝑠𝑦𝑚𝑏𝑜𝑙𝑠

𝑠
]                                                                                             (4) 

 

So, the chip rate is given by:  

 

𝑅𝑐 = 𝑅𝑠 ∗ 2𝑆𝐹 [
𝑐ℎ𝑖𝑝𝑠

𝑠
]                                                                                             (5) 

 

To note that the chip rate (Rc) is always higher than the Symbol Rate (Rs) 

because multiple chips can form one symbol. 

Also, a very common term is the chirp rate. The chirp rate (and like the 

chip rate) is also equal to the bandwidth, being measured in chirps per second 

(chirps/s). The difference is not in the numbers but in the definition: while the 

chip rate can be defined by the number of chips transmitted per time unit, the 

chirp rate will be defined by the rate of change of the frequency of a signal. This 

means that the chirp rate measures how quickly the frequency of the signal is 

changing at any given point in time. In figure 5, and as an (illustrative) example, 

the slope of the spectrogram of each symbol can give us the chirp rate (rate of 

change of frequency). 

One of the most important expressions in characterizing a LoRa signal is 

expression (6) [21], which correlates some of the most important factors’ 

characteristic of signals from this technology.  

 

𝑅𝑏 = 𝑆𝐹 ∗
[

4

4+𝐶𝑅
]

[
2𝑆𝐹

𝐵𝑊
]

[
𝑏𝑖𝑡𝑠

𝑠
]                                                                                           (6) 
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where: 

 

𝑅𝑏, bit rate (or data rate) [bit/s] 

𝐵𝑊, bandwidth [Hz] 

𝐶𝑅, Code Rate (varies between 1 and 4) 

𝑆𝐹, Spreading Factor 

 

This expression defines the nominal binary rate of a LoRa signal according 

to its CR, SF and BW. 

 

3.1.1 Spreading factor 

 

SF is a parameter in the LoRa modulation scheme that affects the data 

rate, range, and processing time. A higher SF means a longer range and a lower 

data rate, while a lower SF means a shorter range and a higher data rate. The 

SF is one of LoRa most important parameters and essentially represents the 

speed at which a chirp changes frequency. For higher SFs we have a slower 

frequency change, which means that each chirp will also have a longer symbol 

time than signals with lower SFs. 

 

Table 1. Relationship between SF, Rs, chips per chirp and Rc, for a 125 kHz BW 

SF 
𝑅𝑠  [

𝑠𝑦𝑚𝑏𝑜𝑙𝑠

𝑠
] Chips per chirp 𝑅𝑐 [

𝑐ℎ𝑖𝑝𝑠

𝑠
] 

7 976,56 128 125000 
8 488,28 256 125000 
9 244,14 512 125000 

10 122,07 1024 125000 
11 61,04 2048 125000 
12 30,52 4096 125000 

Source: Authors 

 

Table 1 tells us that higher SF results in a higher number of chips per chirp 

(or a higher symbol count), and a lower SF results in a lower number of chips per 

chirp (or a lower symbol count). This implication takes to the conclusion that a 

higher symbol count (means a longer transmission time for each symbol) results 

in a lower data rate (Rs). On the other hand, a lower symbol count leaves to a 

higher data rate. 
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Another important factor to consider is the importance of SF for the data 

rate of a LoRa signal. In expression (6) we can see the direct implication this has 

for this output.  

A key characteristic in LoRa is orthogonality. Orthogonality allows different 

SFs to coexist in the same channel without interfering with each other. This is 

because different SFs result in different data rates, which in turn produce signals 

with different slopes (rate of change of frequency versus time) when viewed in 

the frequency-time plane. However, this orthogonality is not perfect. When the 

bandwidth is fixed, different SFs can cause packet loss if the interference power 

received is strong enough. This imperfect orthogonality can significantly 

deteriorate the performance, especially on the higher SFs. Moreover, there can 

be combinations of SF and bandwidth which would have the same slope as other 

combinations, and thus not be as fully orthogonal from them. This could 

potentially lead to more problems, especially when SFs are close to each other. 

 

3.1.2 Code Rate   

 

The CR refers to the ratio associated with error detection and correction 

for the Hamming code used by LoRa. The CR can take 4 different values: 4/5, 

4/6, 4/7 and 4/8, and these ratios being equivalent to the H(5,4)...H(8,4) codes 

[21]. For the values 4/5 and 4/6 only error detection is possible, while for 4/7 and 

4/8 it is possible error detection and correction [23]. These ratios correspond to 

the number of data bits and the number of redundant bits for error detection, e.g. 

for a 4/5 CR, there are 4 data bits and 1 bit for error detection. For CRs with more 

redundant bits (i.e., decreasing of the coding rate), the bit rate will decrease in 

practical terms, since for the same binary output we can have a variable number 

of redundant bits and, consequently, a variable number of data bits [21]. 

  

https://electronics.stackexchange.com/questions/415645/why-different-sfs-in-lora-are-said-to-be-orthogonal
https://electronics.stackexchange.com/questions/415645/why-different-sfs-in-lora-are-said-to-be-orthogonal
https://link.springer.com/content/pdf/10.1007/978-3-319-67639-5_13
https://link.springer.com/content/pdf/10.1007/978-3-319-67639-5_13
https://link.springer.com/content/pdf/10.1007/978-3-319-67639-5_13
https://link.springer.com/content/pdf/10.1007/978-3-319-67639-5_13
https://link.springer.com/content/pdf/10.1007/978-3-319-67639-5_13
https://electronics.stackexchange.com/questions/415645/why-different-sfs-in-lora-are-said-to-be-orthogonal
https://electronics.stackexchange.com/questions/415645/why-different-sfs-in-lora-are-said-to-be-orthogonal
https://electronics.stackexchange.com/questions/415645/why-different-sfs-in-lora-are-said-to-be-orthogonal
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Figure 6. Bit rate according to SF and varying CR, for a bandwidth of 125 kHz. 

 
Source: Authors 

 

Figure 6 shows that for CRs with a higher number of redundancy bits, the 

bit rate will decrease, as would be expected.  

Another parameter that was studied in the previous section is SF, and 

again in this situation there are implications in terms of bit rate for higher SFs. A 

higher SF increases the signal’s ability to resist interference (effectively 

increasing the range), but it also reduces the data rate. In this case we can once 

again see a much lower rate for a high SF, but it should be kept in mind that a 

CR of 4/8 when compared to one of 4/5 will also cause a considerable decrease 

in bit rate. A higher CR (more redundant bits) provides better error correction at 

the expense of data rate.  

So, in a scenario where long range and robust error correction are needed, 

we might opt for higher SF and CR, even though this would result in a lower data 

rate. On the other hand, if a high data rate is the priority and the devices are close 

to each other, a lower SF and CR might be more suitable. 

The choice of SF and CR will therefore depend on specific network 

communication needs. 
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3.1.3 Bandwidth 

 

The BW used in LoRa can be 125 kHz, 250 kHz and 500 kHz (the latter 

not used in Europe). Producing the graphical progression again based on the 

previous expressions, Figure 7 shows the graphical result of equation 6 for two 

different SFs. 

 

Figure 7. Bit rate to SF=7 and 12 and varying BW, for a CR of 4/5. 

 
Source: Authors 

 

Looking at the graph in Figure 7, it is clear from the outset that when the 

bandwidth increases, the data rate of the link also increases. This means that a 

given amount of data can be transmitted in a shorter amount of time, reducing 

the ToA. A shorter ToA has several advantages. For one, it reduces the likelihood 

of the signal suffering from interference, as the signal is “on air” for less time and 

thus has less opportunity to collide with other signals. Additionally, effects such 

as fading or noise have less time to impact the signal, potentially improving the 

quality of the received signal. However, it’s important to note that increasing the 

bandwidth also increases the potential for interference with other signals, as it 

requires a larger portion of the frequency spectrum. Once again, the correlation 

and impact that SF, CR and BW have on data rate becomes increasingly clear, 

as does the influence of each parameter on reducing the likelihood of the signal 

being affected by interference. If, on the one hand, an SF12 is used for 



29 

communication over long distances, a high CR must be used so that the signal is 

more robust, the tradeoff being the fact that we have a lower binary data rate 

(which can be manipulated through the bandwidth used). Therefore, when 

choosing signal specifications for communication the balancing of these three 

parameters is crucial. 

 

3.1.4 Frame format and Duty Cycle 

 

LoRa uses a specific packet format (figures 8 and 9) for data transmission [25].  

 

Figure 8. Fields of a LoRaWAN Data Message  

 
Source: (adapted from [25]). 

 

Figure 8 represents the structure of packets in LoRa and LoRaWAN 

communications.  In summary, the packet structure consists of the following 

components: Radio Physical Layer (Contains the Preamble, PHDR, and 

PHDR_CRC), Physical Payload (includes the MHDR, MAC Payload, and MIC), 

MAC (Payload: Consists of FHDR, FPort, and FRMPayload) and Frame Header 

(includes Comprises DevAddr, FCtrl, FCnt, and FOpts). 

This structured approach ensures reliable and secure data transmission over 

LoRa and LoRaWAN networks, enabling effective communication for IoT devices.  

There are two types of packet formats in LoRa: explicit and implicit. In 

explicit mode, a LoRa packet can be described as following: 

• Preamble: Used to synchronize the receiver with the transmitter. It consists 

of 8 symbols for all regions, but the radio transmitter adds another 4.25 

symbols, resulting in a final preamble length of 12.25 symbols. 
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• PHDR (Physical Header): An (optional) field that contains information 

about payload size and CRC (Cyclic Redundancy Check). It's only present 

in explicit mode. 

• PHDR_CRC (Header CRC): An (optional) field that contains an error 

detecting code for correcting errors in the header. 

• PHYPayload: Contains the complete frame generated by the MAC layer. 

The maximum payload varies by Data Rate (DR) and is region-specific. 

• CRC: An (optional) field that contains an error detecting code for correcting 

errors in the payload of uplink messages. 

The PHDR and PHDR_CRC are encoded with the Coding Rate of 4/8, 

while the PHYPayload and CRC are encoded with one of the CR: 4/5, 4/6, 4/7, 

or 4/8. The complete frame is then sent using one of the SF 7 to 12). 

In implicit mode, the header is removed from the packet where the payload 

size and Coding Rate are fixed or known in advance. Beacons use LoRa radio 

packet (Figure 9) implicitly for sending time synchronizing information from 

gateways to the end devices. As a resume, and comparing both, we can say that 

explicit mode is more flexible and robust with error detection but has additional 

overhead while implicit mode is more efficient with less overhead but requires 

fixed parameters. 

 

Figure 9. Structure of LoRa packet format with CR n ∈ {1..4}  

 
Source: (adapted from [25]). 

 

The duty cycle is the fraction of time a device is busy transmitting data. A 

higher duty cycle means the signal is “on” for a larger portion of the total period 

which can result in longer frames. Longer frames take more time to transmit which 

impacts ToA. The time a packet takes to be transmitted at a given data rate, and 

this will be impacted by the size of the frames the devices send. So, the impact 

of ToA [26] can be seen in the following way:  

• Data Rate: The data rate in LoRa is determined by the bandwidth, coding 

rate, and spreading factor. A lower spreading factor provides a higher rate 
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for a fixed bandwidth and coding rate. Therefore, for a fixed amount of data 

(payload), a higher spreading factor (lower data rate) needs a longer ToA.  

• Payload Size: The payload size directly affects the ToA. Sending a larger 

amount of data with a fixed bandwidth and spreading factor requires a 

longer ToA. This is because the data rate is fixed for a given bandwidth 

and spreading factor. 

• Network Traffic: In a network with high traffic, a longer ToA could increase 

the risk of packet collisions, leading to packet loss. 

• Interference: A longer ToA means the packet is in the air for a longer time, 

increasing the chance of interference from other signals. 

The battery life of an end device is also affected by the ToA. Higher 

spreading factors result in longer active times for the radio transceivers, which 

means a longer ToA and consequently, a shorter battery life.  

In Wireless Sensor Networks (WSNs), one of the major problems that can 

arise when using signals that are susceptible to interference is interference 

between them. This is because, depending on the duty cycle and ToA of each 

signal, there may be a temporal overlap. This overlap, for two signals susceptible 

to co-channel interference for example, could have catastrophic consequences 

for the quality of signal. 

As seen for SF, the ToA of signals with high SFs is longer than for low 

SFs, meaning that it is potentially more susceptible to interference. In addition to 

the ToA, signals with higher SFs also have a longer time per symbol, which 

means that even with low duty cycles, the communication time for signals with 

high SFs will also be high. Bandwidth also affects time-on-air, which decreases 

with increasing bandwidth. In (7) we see the waiting time of a node, and how this 

is influenced by the duty cycle, δ. 

 

𝑇 = 𝑇𝑜𝐴 (
1

𝛿
− 1)                                                                                                 (7) 

 

In addition to the influence on energy efficiency, which is largely affected 

by the time a node is transmitting, there is also the problem of signal collision. 

Signal collisions can occur at an elementary level for two reasons: temporal or 

frequency collisions. As you might expect, two (or more) signals being received 
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at the same time (overlap) may lead to collisions and packet loss. However, 

thanks to the capture effect found in LoRa modulation, a packet received with a 

higher power level (at least 6 dB stronger) [27], can still be decoded during 

collision. This means that even if two packets (with the same SF) arrive at the 

same time, if one has a significantly stronger signal, it can still be successfully 

received due to this “capture effect”, which allows the receiver to “capture” and 

successfully demodulate the stronger signal, while ignoring the weaker one.  

 

3.2 OPTIMIZATION OF ENERGY CONSUMPTION 

 

The energy consumption of a LoRaWAN node is directly proportional to 

the transmission time (ToA), which depends on the SF, BW, and payload size. 

The equation for the transmission time (ToA) of a LoRa packet is, 

 

𝑇𝑜𝐴 = 𝑇𝑝𝑟𝑒𝑎𝑚𝑏𝑙𝑒 + 𝑇𝑝𝑎𝑦𝑙𝑜𝑎𝑑                                                                                      (8) 

 

Where, 

 

𝑇𝑝𝑟𝑒𝑎𝑚𝑏𝑙𝑒, preamble transmission time 

𝑇𝑝𝑎𝑦𝑙𝑜𝑎𝑑 , payload transmission time 

 

Preamble transmission time, 𝑇𝑝𝑟𝑒𝑎𝑚𝑏𝑙𝑒 is given by 

 

𝑇𝑝𝑟𝑒𝑎𝑚𝑏𝑙𝑒 = (𝑛𝑝𝑟𝑒𝑎𝑚𝑏𝑙𝑒 + 4.25) ∙
2𝑆𝐹

𝐵𝑊
                                                                          (9) 

 

Payload transmission time, 𝑇𝑝𝑎𝑦𝑙𝑜𝑎𝑑, is given by 

 

𝑇𝑝𝑎𝑦𝑙𝑜𝑎𝑑 =
(8+max (𝑁,0))∙(𝐶𝑅+4)

𝐵𝑊
∙ 2𝑆𝐹                                                                        (10) 

 

Where, 

 

𝑁 =
8 ∙ 𝑃𝐿 − 4 ∙ 𝑆𝐹 + 28 + 16 − 20 ∙ 𝐻

4 ∙ (𝑆𝐹 − 2 ∙ 𝐷𝐸)
 

𝑃𝐿, payload size in bytes 
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𝐻, header (0 explicit and 1 implicit) 

𝐷𝐸, low data rate optimization (1 for SF11 or SF12 and 0 for the other SFs) 

 

Reducing the SF or decreasing the payload size directly reduces the ToA, 

decreasing the time the radio is on, which results in lower energy consumption. 

The energy consumed by a LoRaWAN node during transmission is: 

 

𝐸 =  𝑃𝑡𝑥 ∙ 𝑇𝑜𝐴                                                                                                                      (11) 

 

As ToA grows exponentially with SF, a higher SF leads to much higher 

energy consumption. Choosing a lower SF whenever possible reduces the 

transmission time and, consequently, energy consumption. If there are collisions 

or packet losses, node needs to retransmit, which increases consumption. If the 

packet loss rate is Ploss, then the total energy consumed is: 

 

𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸 ∙ (1 + 𝑃𝑙𝑜𝑠𝑠)                                                                                                        (12) 

 

Where  

 

Ploss depends on network congestion and interference. Reducing collisions and 

retransmissions minimizes Ploss, decreasing the network's energy consumption. So: 

Lower SF → Lower ToA → Lower E → Less energy consumption. 

Smaller payload → Lower ToA → Less consumption. 

Fewer retransmissions → Lower Ploss → Greater energy efficiency. 

 

3.3 RSSI AND SIGNAL-TO-INTERFERENCE RATIO (SIR) 

 

The channel model of one of our experiments LoS from the end device 

node to the receiver can be based on the Friis formula (Free Space Path Loss 

(FSPL)). Admitting ideal conditions (no obstacles), and with the antenna of the 

transmitter and receiver having directivity equal to 1 (isotropic antenna), we can 

say that: 

 

𝐹𝑆𝑃𝐿 = (
4𝜋𝑑𝑓

𝑐
)

2

                                                                                                 (13) 
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where: 

 

d is the distance (meters) f is the frequency (Hz) and c is the speed of light (a constant). 

Converting this formula to dB: 

 

𝐹𝑆𝑃𝐿(𝑑𝐵) = 20𝑙𝑜𝑔10(𝑑) + 20𝑙𝑜𝑔10(𝑓) + 20𝑙𝑜𝑔10 (
4𝜋

𝑐
)                                      (14) 

 

A more precise expression can be found considering the gain of the 

antennas (transmission and reception) by saying that: 

 

𝐹𝑆𝑃𝐿(𝑑𝐵) = 20𝑙𝑜𝑔10(𝑑) + 20𝑙𝑜𝑔10(𝑓) + 20𝑙𝑜𝑔10 (
4𝜋

𝑐
) − 𝐺𝑡𝑥 − 𝐺𝑟𝑥                   (15) 

 

Being 𝐺𝑡𝑥 the gain of the transmitting antenna and 𝐺𝑟𝑥 the gain of the 

receiving antenna. If the transmitter is emitting with a power of Ptx (expressed in 

mW), the RSSI will be: 

 

𝑅𝑆𝑆𝐼 =
𝑃𝑡𝑥

𝐹𝑆𝑃𝐿
                                                                                                       (16) 

 

Which, converted to dBm will result in: 

 

𝑅𝑆𝑆𝐼(𝑑𝐵𝑚) = 𝑃𝑡𝑥(𝑑𝐵𝑚) − 𝐹𝑆𝑃𝐿(𝑑𝐵)                                                                (17)  

 

For the scenario of NLOS with vegetation we will need to add to the FSPL 

another factor as vegetation introduces additional loss. A common model for 

vegetation loss is the ITU-R model [28], which can be approximated as:  

 

𝐿𝑣 = 𝐴. 𝑑𝐵                                                                                                         (18) 

 

Being 𝐿𝑣 the total loss due to vegetation (dB), A an attenuation factor 

depending on the type and density of vegetation (a constant that represents the 

specific attenuation rate, dB/m), d (m) the depth of the vegetation and B a 

frequency dependent exponent (an exponent that adjusts the relationship 

between distance and attenuation). Typical (empirical) values for A and a cedar 
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with high density of leaves can be considered around 0,2 to 0,3 [28]. For a 

frequency of 868 MHz, the B factor in the ITU-R vegetation loss model typically 

ranges around 0.4 to 0.5. This value can vary depending on the specific type and 

density of vegetation, as well as other environmental factors [29]. The ITU-R 

model provides a general framework, but empirical measurements are often 

necessary to obtain precise values for specific vegetation types. 

 

Total path loss would be then: 𝐿𝑡𝑜𝑡𝑎𝑙 = 𝐹𝑆𝑃𝐿 + 𝐿𝑣 (dB)                                    (19) 

 

The same way for the scenario of NLOS with a concrete wall we would have: 

 

Total path loss: 𝐿𝑡𝑜𝑡𝑎𝑙 = 𝐹𝑆𝑃𝐿 + 𝐿𝑤𝑎𝑙𝑙 (dB)                                                      (20) 

 

Typical values for standard concrete walls vary from 10 to 15 dB 

(depending on the thickness and material composition of the wall) for an 868 MHz 

frequency [30].  

More accurately and looking for the typical urban scenarios, models like 

the Rice fading (often a good choice if there is a clear LoS path) can be seen 

applied in works like [27] [31].  

For situations of NLOS we need to include the expected vegetation (can 

cause path loss due to absorption, reflection, and scattering) and wall loss (create 

shadowing effects and can significantly reduce signal strength) and this type of 

scenario could be seen explored in [31]. Models like Nakagami-m fading [27] 

(provides flexibility and can be tuned to match the specific conditions if the 

environment is more complex with significant obstacles) or Log-normal 

shadowing (accounting for large-scale variations in signal strength due to 

obstacles) are usually applied. Yet, the application of this model was not the focus 

of our work.  

Another very important variable to understand the reliability of our link and the 

influence of interference is the SIR and it can be expressed by the following formula: 

 

𝑆𝐼𝑅 =
𝑅𝑆𝑆𝐼

𝐼
                                                                                                         (21) 

 

https://www.mdpi.com/1424-8220/22/14/5285
https://www.mdpi.com/1424-8220/22/14/5285
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Where I is the aggregate interference (random variable) of the SFs that 

are interfering over the packets. As was studied by Goursaud and Gorce [32] a 

packet that arrives with higher signal strength than the lowest limit of the receiver 

sensibility can still be lost due to interference of other packets either from other 

end devices or either from the same end device (if packets were sent in the same 

channel with different SFs and different payload sizes). The tolerance to this 

interference will depend on the SFs chosen between packets, being one (or 

more) considered the interfering packet. The SIR (Table 2) presented can be 

used to understand if the packet was successfully received or not. 

 

Table 2. SIR Margin for all combinations of SF – for the desired and interferer user (data from [15]). 

Interferer 
SF 7 8 9 10 11 12 

Desired 
SF             

7 -6 16 18 19 19 20 
8 24 -6 20 22 22 22 
9 27 27 -6 23 25 25 

10 30 30 30 -6 26 28 
11 33 33 33 33 -6 29 
12 36 36 36 36 36 -6 

Source: Authors 

 

The values of Table 2 can be read this way: Imagining that two packets 

(packet 1 and packet 2) with the same SF arrive at the same time as the receiver. 

The receiver will still be able to be demodulated if one (e.g. packet 1) is 6 dB 

higher than the other. For example: 

Packet 1: RSSI= -100 dBm,  

Then for the packet 1 can be demodulated the RSSI of the “interfering 

packet” (packet 2) must not exceed: 

-100 - 6= - 106 dBm 

For the cases that different SFs were transmitted (our scenario) and 

imagining a package transmitted with SF=12 (at a longer distance) and received 

with RSSI = - 100 dBm an interfering packet with SF=9 (at a shorter distance and 

received at the same time) cannot exceed: 

- 100 - ( - 25) = - 75 dBm, for the package with SF=12 to be corrected 

received and demodulated. 

This way the implementation of higher SFs for more distant end devices, 

concerning the noise sensitivity (and RSSI) will allow us to overcome the impact 
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of closer devices that are more susceptible of receiving signals with higher signal 

strength. Yet, the study of [32] is not very clear about in what conditions these 

values were achieved, and works like of [12], have reduced these values in very 

significant terms, leading this quasi-orthogonality to be even more imperfect. 

A more precise representation of the channel conditions can be achieved 

by using the SINR, because SINR will add the noise floor of the channel to the 

aggregate interference used by SIR. In our case and considering the channel 

conditions, we will consider SIR ≈ SINR, considering this way that the noise 

power is much lower than the signal power and the interference is significantly 

stronger than the background noise. 
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CHAPTER 4 
 
COLLISION MANAGEMENT AND MAC PROTOCOLS IN IOT 
NETWORKS 
 
 
 
 

Operating an IoT system in unlicensed Industrial, Scientific and Medical 

(ISM) bands, on the one hand, reduces the cost of license fees, on the other 

hand, we are forced to share the spectrum which causes an inevitable increase 

in interference as new devices are added and limits the maximum duty cycle 

which in EU 868 ISM is 1%. This issue has been addressed in some studies, 

where broadband measurements (200-3000 MHz) were carried out in urban 

environments in 2016 and it was observed that compared to 2004 data, the 

average spectral occupancy has increased considerably, which means the 

emergence of a multitude of new radiation sources. 

There is also a problem of possible electromagnetic interference affecting 

IoT networks that occurs in the access between sensors and access points (AP). 

When it comes to LoRa, two sources can be identified, LoRa signals and other 

signals that use the spectrum. In the first case, it occurs during the simultaneous 

transmission of two or more LoRa devices with the same transmission 

parameters, a function that defines the chirp signal, bandwidth and spreading 

factor. In this case, the individual chirp signals would not be mutually orthogonal, 

making it impossible to differentiate between the transmissions at the receiver. In 

the second case, as these signals are from sources outside LoRa, they become 

even more unpredictable and more difficult to control. 

As mentioned earlier, LoRa is based on CSS technology where chirps are 

used to transmit information. The spreading factor is the variable that controls the 

chirp rate and in turn the data transmission speed, which varies between SF7 

and SF12. Thus, for higher spreading factors, we have higher coverage distances 

because the processing gain is increased and the data rate decreases, allowing 

us to receive a signal with fewer errors compared to a lower factor. This factor 

also affects the ToA, which increases as the SF increases and so does the 

probability of collisions. Another very important factor that is affected by SF is 
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battery life, which in these types of networks is essential to consider and which, 

when larger SFs are used, increases transmitter uptime and in turn reduces 

battery life. By being able to manipulate this factor, we can design a network that 

can adapt to various end device usage scenarios. Another feature of this factor 

is traffic control, which is possible due to its orthogonality, allowing modulated 

signals with different spreading factors that are on the same frequency at the 

same time not interfering with each other. 

 

4.1 COLLISIONS AND INTERFERENCE IN LORAWAN 

 

In LoRaWAN, the spreading factor can cause two types of interference: 

intra-SF interference and inter-SF interference. Detailing: 

• Intra-SF interference may occur when more than one end-devices transmit 

with the same SF on the same radio resource (bandwidth and channel 

frequency) and overlap in time and frequency. A received signal can be 

demodulated properly if the Capture effect happens [9]. 

• Inter-SF interference  may occur when transmissions using different SFs 

overlap in time and frequency. The signals with a lower SF (higher data 

rate) can interfere with the signals with a higher SF (lower data rate), 

leading to packet loss [9]. 

In LoRaWAN, frames collide due to various factors. A collision can be said 

to occur when two frames appear at the same time and the receiver is unable to 

process them or the channel is busy, and a sender sends a frame. Due to the 

time delay between sending and receiving the frame, a problem is created in 

accessing the medium in communication networks. When collisions occur in 

wireless networks, the information sent in these frames will collide and mix 

resulting in noise, so that it cannot be recovered unless the receiver can filter out 

the desired information. In cases where this filter doesn't exist, the sender needs 

to resend the information until it is successfully delivered, which causes a major 

problem for the network when thinking on a large scale. However, there are 

various techniques for dealing with this problem, some of which select a random 

resend time when collisions are detected, others which test the medium to check 

that the receiver is listening and free before transmitting. 

https://link.springer.com/article/10.1007/s11235-022-00903-4
https://link.springer.com/article/10.1007/s11235-022-00903-4
https://link.springer.com/article/10.1007/s11235-022-00903-4
https://link.springer.com/article/10.1007/s11235-022-00903-4
https://link.springer.com/article/10.1007/s11235-022-00903-4
https://link.springer.com/article/10.1007/s11235-022-00903-4
https://link.springer.com/article/10.1007/s11235-022-00903-4
https://link.springer.com/article/10.1007/s11235-022-00903-4
https://link.springer.com/article/10.1007/s11235-022-00903-4
https://link.springer.com/article/10.1007/s11235-022-00903-4
https://link.springer.com/article/10.1007/s11235-022-00903-4
https://link.springer.com/article/10.1007/s11235-022-00903-4
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CSS allows packets with different SFs to be transmitted simultaneously on 

the same channel without interfering with each other, a feature known as 

orthogonality. However, this orthogonality is not perfect in real-world conditions, 

and packets with different SFs can interfere with each other under certain 

circumstances, leading to packet loss. 

So, while LoRa technology is designed to minimize packet collisions and 

loss using different SFs and CSS modulation, it’s not immune to these issues. 

Also, in LoRaWAN, frame collisions can occur when several packets 

overlap in time and use the same sending parameters, such as SF, bandwidth, 

and carrier frequency. When many devices use the same configuration, the 

probability of a collision is higher. In addition, the selection of SF and transmission 

power influences the coverage area and, due to signal attenuation and distance, 

some packets might not collide. The probability of packet collisions is also 

affected by the periodicity of the transmission size and the size of the data. Packet 

loss in LoRaWAN can have several impacts: 

• Data Integrity: Packet loss can lead to incomplete or incorrect data being 

received, which can affect the integrity of the data. This is particularly 

problematic in applications where accurate data is critical, such as health 

care applications. 

• Network Efficiency: Packet loss can reduce the efficiency of the network. 

When packets are lost, they often need to be retransmitted, which uses 

additional network resources and can lead to congestion. 

• Latency: Packet loss can increase latency, as lost packets need to be 

detected and retransmitted. This can be problematic in applications that 

require real-time data, such as control systems. 

• Application Performance: Depending on the application running on top of 

the LoRaWAN, packet loss can have varying degrees of impact. For 

example, in a temperature monitoring application, occasional packet loss 

might be tolerable, but in a fire alarm system, every packet is critical. 

Retransmission of lost packets can also increase energy consumption, 

which is a significant concern in IoT networks where devices are often battery-

powered and expected to operate for long periods without recharging. 

To mitigate the impact of packet loss, LoRaWAN often employs various 

strategies such as error correction codes, packet acknowledgment schemes, and 
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Adaptive Data Rate (ADR) mechanisms. However, it’s important to note that no 

network can eliminate packet loss, and the goal is often to manage it to an 

acceptable level given the specific requirements of the application and network. 

 

4.2 MAC PROTOCOLS 

 

One of the main topics of our project is to study collisions in LoRa 

communications, so medium access protocols are essential to understanding 

how they work and in which scenarios they occur. Medium access protocols are 

protocols that operate at the Medium Access Control (MAC) layer and allow 

several users to access a shared network, with the aim of optimizing transmission 

time and minimizing collisions (Figure 10). 

 

Figure 10. MAC protocol schematic  

 
Source: (adapted from [22]) 

 

These protocols can be categorized as random and controlled, and in this 

experimental study we will study random protocols and specifically Pure ALOHA. 

Among some of the main characteristics of a randomized protocol are that it does 

not have a time restriction for sending data (devices can attempt to transmit 

whenever they have data to send, without waiting for specific time slots) and the 

number of active stations transmitting data is not fixed. Multiple stations will 

contend for access to the shared communication channel.  
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CHAPTER 5 
 
RESULTS AND DISCUSSION 
 
 
 
 

In this section we will describe the specific experimental environment and 

methods and provide a discussion of the results. 

 

5.1 HARDWARE USED IN THIS EXPERIMENTAL STUDY 

 

The hardware used (Figure 11) was: LPS8V2 LoRa Gateway [33], Arduino 

Pro Mini 386 3V3 [34] and SX1276 [35]. 

SX1276 is a transceiver, which allows the user to send data, enables 

transmission in multiple modes, working at a frequency of 868 MHz, thus 

supporting the LoRa networks spread spectrum technology and supporting I/O 

voltage values of 3.3 V. Sensitivity of this module can be seen in Table 3. 

 

Table 3. RF Sensitivity (dBm) of the SX1276 considering SF and BW [34]. 

SF 7 8 9 10 11 12 

BW             
125 kHz −123 −126 −129 −132 −133 −136 
250 kHz −120 −123 −125 −128 −130 −133 
500 kHz −116 −119 −122 −125 −128 −130 

Source: Authors 

 

The LoRa Bee module was working in class A operational mode (base class 

for all LoRa devices). Class A devices support bi-directional communication, but the 

downlink (server to device) communication must follow an uplink (device to server) 

communication from the device. This means the server can only send data to the 

device when it’s expecting to receive it, which is a short window after it sends data. 

Some key characteristics of a Class A end device: 

• Uplink Transmission: A Class A device can send an uplink message at any 

time. The uplink slot is scheduled by the end device itself based on its need. 

• Downlink Transmission: Once the uplink transmission is completed, the 

device opens two short receive windows for receiving downlink messages 

from the network. There is a delay between the end of the uplink 
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transmission and the start of each receive window, known as RX1 Delay 

and RX2 Delay, respectively. 

• Low Power Consumption: Class A end devices have very low power 

consumption. Therefore, they can operate with battery power. They 

spend most of their time in sleep mode and usually have long intervals 

between uplinks. 

• High Downlink Latency: Class A devices have high downlink latency, as 

they require sending an uplink to receive a downlink. 

The LoRa transceiver has been connected to the Arduino (SPI 

connection), enabling long-distance communication, and guaranteeing good 

connection stability and consistency. It has encryption algorithms that prevent 

data from being intercepted and compression algorithms that allow small data to 

be transmitted, making the process faster and more efficient, thus providing good 

sending reliability. 

The LPS8V2 is a LoRa Gateway. It allows the LoRa network to be 

connected to Wi-Fi, Ethernet, 3G and 4G. This gateway can support the 

LoRaWAN protocol and uses the same transceiver module (SX1276) to 

communicate with the node. The computational design of the LPS8V2 is done 

using Linux, which allows the LoRa to work in full duplex LoRa mode and increase 

communication efficiency. 

The LPS8V2 gateway can support various modes, such as: LoRa repeater 

mode, MQTT mode, TCP / IP client mode, TCP / IP server mode. This equipment 

is often used to extend the signal to other devices on a LoRaWAN or Wi-Fi 

network. The LoRa gateway has been registered and configured in the The 

Things Network (TTN) [36], as has the end device (Arduino with transceiver 

SX1276). 
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Figure 11. Hardware for experimental experience. 

 
Source: Authors 

 

5.2 EXPERIMENTAL TEST SCENARIOS 

 

In our study we have created a scenario of inter-SF interference, transmitting 

sequentially packets of different sizes and different SFs, (pseudo) randomly. The 

goal was to create a real scenario of having several devices transmitting different 

types of information at different distances in a way that packets could overlap, 

leading to a scenario of high probability of packet losses. Different fading 

propagation conditions were also created tested in a way that we could study the 

implication of the signal strength (evaluated by RSSI) in the reliability of our link for 

this scenario conditions, and the implication of possible SIR reduction when 

comparing the LoS and in the NLOS scenarios (leading to an increase in 

probabilities of inter-SF interference). The impact of the payload size on the choice 

of the best spreading factor for each of the conditions tested was also analyzed. 

Even without multiple nodes, variations in payload and SF can be used to 

evaluate the stability of communication and identify specific failure patterns. 
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Signal instability due to changes in SF and payload can be assessed. This type 

of testing helps calibrate theoretical propagation models and adjust parameters 

for future network expansions. 

We strategically selected positions for both the gateway and the LoRa 

module to evaluate various factors affecting our communication link. These 

factors included vegetation, obstacles, building features, distance between the 

gateway and module, and LoS versus NLOS connections at different distances. 

Testing with both natural (trees) and man-made (concrete walls) obstructions 

helped us understanding how different materials and structures impact the 

communication performance. The GW was installed at the window of a two-

story building, 5 meters high, while the ED was positioned on the street at a 

height of 1.5 meters. The ED was moved to create initial LoS scenarios at 

distances of 20, 40, and 60 meters. Subsequently, NLOS scenarios were tested: 

first with a cedar tree obstructing the view, and later by placing the ED behind 

a concrete wall to introduce this type of obstacle between the devices, 

specifically for the 60 meters distance. 

Our testing approach involved the following: 

1. Distance Testing, SFs and Payload Sizes: 

• Distances tested: For LoS, 20, 40, and 60 meters. For NLOS only 60 

meters. 

• SFs: 7, 9, and 12. 

• Varied payload sizes: 14, 32, and 51 bytes. 

2. Scenarios: 

• LoS Scenario: 

• Initial test at 20 meters with both devices in line of sight. 

• Tested SF7, SF9, and SF12. 

• Assessed impact on signal strength and quality. 

• Extended Distance (LoS): 

• Repeated tests at 40 meters with line of sight. 

• Assessed impact on signal strength and quality. 

• Further Extension (LoS): 

• Increased distance to 60 meters with line of sight. 

• Tested SF7, SF9, and SF12. 
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• Assessed impact on signal strength and quality. 

• NLOS Scenarios: 

• Vegetation Obstruction: 

• Tested at 60 meters without line of sight and vegetation. 

• Compared results with LoS scenario. 

• Concrete Wall Obstruction: 

• Tested at 60 meters with a concrete wall obstructing the signal. 

• Assessed impact on signal strength and quality. 

By analyzing these scenarios, we aimed to understand how distance, payload 

size, and interference affect LoRa packet transmission for several SFs tested. We 

also compared LoS and NLOS scenarios to assess signal quality and strength. 

 

5.3 LOS RESULTS 

 

In this first scenario, the configurations used are summarized in Table 4. 

 

Table 4. LoS scenario settings. 

SF 7,9,12 

Distance 20, 40, 60 m 

Emitting Power 8 dBm 

Frequency 868.2 MHz 

Data size 14, 32, 51 bytes 

Code Rate 4/5 

Bandwidth 125 kHz 

Duty Cycle 1% 

Time between messages 1 s 

Source: Authors 

 

We began by studying the influence of the payload size for each SF on the 

received signal strength (where RSSI indicates the level of the received signal 

strength), and the relationship of a given chosen SF (with a certain payload size) 

in ToA. The gain of the antenna of the transceiver SX1276 was 1.5 dBi and for 

the LPS8V2 the same. Figures 12, 13 and 14 show the scenarios described in 

Table 4. GW was positioned at the window of the building at a height of 5 meters, 

while the ED was placed on the other side of the street, either on the sidewalk at 

distances of 20 and 40 meters (both at a height of 1.5 meters), or in the parking 

lot at a height of 1.5 meters and 60 meters.  
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Figure 12. LoS scenario at 20 meters (GW at the window of the building and ED at the other 
side of the street in the sidewalk). 

 
Source: Authors 

 

Figure 13. LoS scenario at 40 meters (GW at the window of the building and ED at the other 
side of the street in the sidewalk). 

 
Source: Authors 

 

Figure 14. LoS scenario at 60 meters (GW at the window of the building and ED at the other 
side of the street in the parking lot). 

 
Source: Authors 
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Figures 15, 16 and 17 show the direct results taken from measurements 

under these conditions. To note that from the 10 packets sent, some of them had 

very similar values, that’s why some “dots” are not seen.  

As expected, the larger the SF used, the greater its ToA (symbol time is 

directly proportional to SF and the higher the symbol time the higher the ToA).  

In terms of RSSI, we can see that, for the same distance, different SFs, 

and payload sizes we have at: 

• 20 meters: Highest value for Sf=7 with 14 bytes ( -63 dBm). Lowest for 

(also) SF=7 and 51 bytes (-91 dBm). 

• 40 meters: Highest value for SF=9 with 51 bytes ( -74 dBm). SF=12 with 

51 bytes also achieves a good result at this distance ( -76 dBm). Lowest 

for SF=7 with 51 bytes (-106 dBm). Yet this value is just for one packet. In 

all the other 9 the worst value was -89 dBm. 

• 60 meters: Highest value for SF=7 with 32 bytes (-82 dBm). Lowest for 

both SF=9 with 12 and 32 bytes (-106 dBm). 

It’s revealing that the payload size has quite an impact on the RSSI. At 

20m and for the same spreading factor, SF=7, having a difference of 28 dB (-63 

- ( -91) = 28) between the best packet (14 bytes) and the worst (51 bytes) is quite 

a lot. The best values for SF=7 and 14 bytes are not so different (-63 dBm) of the 

best values of SF=7 and 51 Bytes (-74 dBm) but the worst packets of each 

payload size can be 23 dB (-68 - (-91) = 23) down, for the worst case.  

Looking for the distance of 20 meters and considering payloads with just 

14 bytes, the SF=7 at 20 meters has the best performance, while for 32 and 51 

bytes the SF=9 would be the better choice. 

In the distance of 40 meters and making the same considerations the SF=7 

will have better performance for payloads sizes of 14 bytes while for packets with 

32 and 51 bytes, SF=9 perform better.  

Looking for the distance of 60 meters we have some mixed results. For 14 

bytes SF=7 and 9 are quite similar (with the slightest advantage for SF7), while 

for 32 and 51 bytes, SF=7 performs better.  

Considering just one of the spreading factors, for the 3 distances tested 

and for the different payload sizes we achieved the following results: 

• SF7 has the best result of RSSI for 14 bytes at 20 meters (-63 dBm) and 

the worst for 51 bytes at 60 meters (-95 dBm).  
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• SF9 has the best result for 32 bytes at 20 meters (-67 dBm) and the worst 

for 32 bytes at 60 meters (-106 dBm). Yet this value is just for one packet 

while the worst of the other 9 packets was -96 dBm. 

• SF12 has the best result for 20 meters (-73 dBm) and payload of 51 bytes 

and the worst for 14 bytes at 60 meters (-106 dBm). Yet, 8 of the 10 

packets were higher than -102 dBm. 

From here we can consider that SF7 perform quite well for the shortest 

distance (20 meters) and for the smallest packet sizes tested (14 bytes), while 

SF9 at 20 meters and 40 meters and for the packets size of 32 and 51 bytes is 

the best option. SF12 for the longest distance (60 meters) and for the smallest 

packet (14 bytes) have the worst performance.  

Some more insights: Among the several distances tested, the difference 

between the highest value (-63 dBm for SF=7 (14 bytes) at 20 meters) and the 

lowest (-106 dBm for SF=12 (14 bytes) at 60 meters) is of 40 dB, which reveals 

quite a big difference between this two different SFs (7 and 12) and makes us 

consider the right choice of the SF for this conditions critical (e.g. the SF7 for 60m 

have the his highest value= - 82 dBm (at 32 bytes) and the lowest - 95 dBm (at 

51 bytes). And in this case, we have a difference of 13 dB. A resume of this can 

be seen on Table 5. 

 

Table 5. Results of RSSi for LoS scenario 

Source: Authors 

 

On other hand, considering that at different distances, different SFs might 

be sending packets received by the gateway, inter-SF interference must be 

considered. If we consider that for 20 meters an SF7 will be the logical choice, 

signals with an RSSI between -63 and -68 dBm would be arriving at the gateway. 

If a more distant node with SF9 sends packets to the same gateway, in our case 

we would have values of RSSI between -77 dBm and -83 dBm for 40 meters or -

86 to -96 dBm in the case of the same SF9 to 60 meters. Observing the values 

in Table 2, if a desired packet with SF9 is arriving at the same time as a packet 

Scenario 
Distance 

(m) 
SF7 RSSI 

(dBm) 
SF9 RSSI 

(dBm) 
SF12 RSSI 

(dBm) 
Payload Sizes 

(bytes) 

LoS 20 -63 to -91 -67 to -83 -73 to -91 14, 32, 51 
LoS 40 -74 to -106 -74 to -89 -76 to -89 14, 32, 51 
LoS 60 -82 to -95 -86 to -106 -90 to -106 14, 32, 51 
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with SF7, for the SF9 packet to be demodulated successfully, a separation of at 

least 27 dB would need to be guaranteed between the RSSI signals from the two 

different SF. And it is far from that. Thus, we are facing a scenario of probable 

inter-SF interference and packet loss. 

 

Figure 15. Influence of the payload size (for SF7) on ToA and on the RSSI (aggregated by 
payload size). 

 
Source: Authors 

 

Figure 16. Influence of the payload size (for SF9) on ToA and on the RSSI (aggregated by 
payload size). 

 
Source: Authors 
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Figure 17. Influence of the payload size (for SF12) on ToA and on the RSSI (aggregated by 
payload size). 

 
Source: Authors 

 

Next, we have studied, more, the impact of the choice of SF for different 

file sizes on their ToA. The results obtained were in line with the expectations, 

and with increasing SF, ToA increases considerably. In relation to the impact of 

file size, ToA is also greater and grows proportionally, as can be seen in Figure 

18. A very important factor in the choice of SF is the fact that the larger the SF is 

used, the greater the ToA, (which can lead to more collisions as the channel is 

occupied for longer). 

 

Figure 18. ToA according to SFs and data size 

 
Source: Authors 

 

Figures 19, 20 and 21 make a graphical resume of what has been said 

about the values of RSSI for different SFs, payload sizes and distances. RSSI 

according to different data size and different distances for SF7/9/12. 
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In the case of SF7 (Figure 19), we can see that for the 20 meters, as the 

file size increases, the quality of the connection decreases, since the power 

received is lower. For the 40 and 60-meters cases, the connection quality is lower 

than for 20 meters, but the values of RSSI are more stable. 

In SF9 (Figure 20), we obtained the more balanced results for the three 

scenarios tested since the quality of the connection is very stable. This could be 

a viable solution for a scenario where you want to send packets of various sizes, 

and you need signal stability. 

For SF12 (Figure 21), at distances of 20 and 40 meters, the quality of the 

connection improves as the file size increases and its value converges at 51 

bytes, while at 60 meters the value oscillates between -98 and -90 dBm. 

Thus, and reaffirming what was said before, given that for medium-

distance connections (40 meters), the use of SF9 is ideal and with the variation 

in file size there is only an oscillation of at least. In the case of the SF7 

measurement, the impact of varying the file size is noteworthy, even if for larger 

files (and distances) the quality of the connection doesn't change much, which 

can lead to very interesting optimizations. SF12 is also quite stable for the two 

bigger file sizes tested. We were also able to conclude that larger SFs can handle 

larger files. 

 

Figure 19. Average RSSI according to payload lengths and different distances for SF7 

 
Source: Authors 
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Figure 20. Average RSSI according to payload lengths and different distances for SF9 

 
Source: Authors 

 

Figure 21. Average RSSI according to payload lengths and different distances for SF12 

 
Source: Authors 

 

Then, we investigated the possibility of packet loss for various values of 

SF, payload sizes, and distances. Even in a LoS scenario at 60 meters, with 

SF=12 and a payload of 51 bytes, we observed packet loss due to the conditions 

described at the beginning of Section 5.2. Under these conditions, we lost one 

packet out of every ten sent. This test was repeated five times, consistently 

yielding the same result. All tests for SF=12 and the three different payload sizes 

were repeated five times, resulting in a total of 50 packets sent for each data size. 

Ultimately, we observed that for SF=12 and 51 bytes at 60 meters, we lost one 

packet out of ten, resulting in a PDR of 90%. This expected packet loss can be 

attributed to the extended ToA (nearly 2500 ms), which increases the likelihood 

of collisions and interference, leading to connection degradation and packet loss 
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for transmissions with these characteristics. In Table 8 we can see a resume of 

the PDR for this scenario and the next. 

 

5.4 NLOS RESULTS 

 

After carrying out the measurements for the previous scenario and 

stablishing a pattern we have now checked the impact of obstacles in the quality 

of our link and the possibility of also having some number of packets lost for the 

same SFs and payload sizes. The distance tested will only be one (60 meters) of 

the previous three. To do this, we visualized two types of scenarios: sparse 

vegetation and a concrete wall between the module and the gateway. The 

configurations of Table 6 resume the settings.  

 

Table 6. NLOS scenario settings. 

SF 7,9,12 

Distance 60 m 

Emitting Power 8 dBm 

Frequency 868.2 MHz 

Data size 14, 32, 51 bytes 

Code Rate 4/5 

Bandwidth 125 kHz 

Duty Cycle 1% 

Time between messages 1 s 

Source: Authors 

 

In Figure 22, we can see the scenario with sparse vegetation, including a 

cedar tree. The GW was positioned in the building at a height of 5 meters, while 

the ED was placed behind the cedar tree at a height of 3 meters. 
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Figure 22. NLOS scenario at 60 meters (GW at the window of the building and ED at the other 
side of the street behind a cedar tree). 

 
Source: Authors 

 

In Figure 23, we can see the scenario with a concrete wall. GW was 

positioned in the building at a height of 5 meters, while the ED was placed behind 

the wall at a height of 2 meters (in this point the wall was 4 meters high). 

 

Figure 23. NLOS scenario at 60 meters (GW at the window of the building and ED at the other 
side of the street behind a concrete wall). 

 
Source: Authors 

 

As in the previous scenario (LoS), we began by studying the influence of 

ToA on the RSSI of the payload size for each SF on the received signal strength 

of the connection, considering the size of the files sent and the relationship of a 

given chosen SF in ToA. 

Comparing Figures 24 and 25 with the previous Figures (15, 16, 17), we 

can see that the fact that there is no line of sight does not alter the ToA values of 

the connection. ToA according to SFs and data size in LoS and NLOS scenarios 

are nearly identical. This indicates that there is no significant impact on the RSSI. 
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The distances involved are relatively short, and the propagation delay introduced 

by obstacles such as walls or vegetation is minimal compared to the overall 

distance. For instance, even with a wall, vegetation or some additional distance 

(by the order of dozens of meters), the delay would be in the order of 

nanoseconds (speed of light is 3.3 ns/m), which is negligible when considering 

the overall ToA for the tried packets. The ToA for a 14 byte packet (the lowest is 

46.3 ms for SF7), or any other packet in this experiment, is primarily determined 

by the data rate (determined by the SF and BW), modulation scheme (determined 

by SF, BW, CR, and frequency), as well as the payload length, preamble, and 

header used in LoRaWAN, rather than minor propagation delays. As far as RSSI 

is concerned, the values obtained in the case of the NLOS with vegetation, the 

best performance at this distance and for the three packets sizes it is the SF7, 

with the highest value being -76 dBm for 32 bytes and the worst -91 dBm for the 

case of the 51 bytes. This values, are all better than the ones recorded previously, 

for the same distance at 60 meters in LoS, and for the three different packets 

sizes (with SF7).  

However, the concrete wall will introduce a greater decay in the quality of 

the connection than all the previous situations study until now. 

 

Figure 24. Influence of the payload size (for the three SFs) on ToA and on the RSSI (with 
vegetation). 

 
Source: Authors 
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Figure 25. Influence of the payload size (for the three SFs) on ToA and on the RSSI (with 
concrete wall). 

 
Source: Authors 

 

And analyzing the results for the case of the concrete wall, we can see that 

for the three packet sizes, both the transmission with SF7 and the transmission 

with SF12 have very similar values, but with SF12 having the smallest variance 

between the highest and the lows for the three packet size situations. And 

choosing the SF12 spreading factor could be the best option in these cases. For 

SF12, the highest value is -94 dBm (51 bytes) and the lowest is -102 dBm (14 

bytes), thus showing very robust behavior under these conditions. For SF7, the 

highest value is -92 dBm (for the 32 byte packet) while the worst is -103 dBm 

(also for 32 bytes). This stability of SF12 values is also an advantage, if we think 

about the possibility of inter-SF interference, because a connection with the 

latter's characteristics is less likely to have inter-SF interference (arising from 

communications with different SF), than one with more dispersed values, thus 

resulting in an advantage for the designer. We can watch a resume of LoS and 

NLOS in Table 7. 
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Table 7. Results of RSSI for LoS and NLOS. 

Scenario 
Distance 

(m) 
SF7 RSSI 

(dBm) 
SF9 RSSI 

(dBm) 
SF12 RSSI 

(dBm) 
Payload Sizes 

(bytes) 

LoS 20 -63 to -91 -67 to -83 -73 to -91 14, 32, 51 

LoS 40 -74 to -106 -74 to -89 -76 to -89 14, 32, 51 

LoS 60 -82 to -95 -86 to -106 -90 to -106 14, 32, 51 
NLOS 

(Vegetation) 60 -76 to -91 -80 to -97 -82 to -96 14, 32, 51 
NLOS (Concrete 

Wall) 60 -92 to -103 -96 to -106 -94 to -102 14, 32, 51 

Source: Authors 

 

Next, we looked, more, at the effect of SF on ToA for various file sizes. As 

previously mentioned, the ToA primarily depends on the data rate, which is 

determined by the SF and BW, as well as the modulation scheme, which is 

influenced by the SF, BW, CR, and frequency. However, in our experiment, the 

frequency, BW, and CR were fixed. Given NLOS scenarios tested, and the short 

distances involved, the propagation delays are negligible (in the nanosecond 

range) compared to the ToA values, which are in the millisecond range. 

Therefore, we considered that there was no variation in ToA values (Figure 26) 

compared to LoS scenario. 

 

Figure 26. ToA according to SFs and data size in NLOS scenario 

 
Source: Authors 

 

As in the previous scenario, Figures 27 and 28 (vegetation as an obstacle) 

and 28 (concrete wall as an obstacle) make a graphical resume of what has been 

said about the values of RSSI for different SFs and payload sizes at 60 meters. 

It compares the impact on connection quality of varying file sizes at this distance, 
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using the average value of the 10 packages sent. It is important to emphasize 

that in the case of the wall as an obstacle, SF9 performed worse than SF12. 

 

Figure 27. Average RSSI according with payload lengths for different SFs, including vegetation 

 
Source: Authors 

 

Figure 28. Average RSSI according with payload lengths for different SF, including a concrete 
wall 

 
Source: Authors 

 

Finally, the number of packets sent and received in both obstacle 

scenarios was analyzed. In the case of the vegetation obstacle there was only 

the loss of one packet out of 10 sent, at SF12 for a 51 byte file. To resolve any 

doubts, the test was repeated 5 times, with a total of 50 packets sent. And the 

result was always the same. 

With the concrete wall of the field serving as an obstacle, there was also 

the loss of one packet, out of 10 sent, for SF12 and, this time, for all file sizes (14, 

32, 51 byte). As in the LOS situation and the previous one, we decided to send 
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more (5 times) packets, for a total of 50, and the result was the same. In Table 8 

we can see a resume of the PDR for all scenarios tested. 

 

Table 8. PDR Results for Various Scenarios, Distances, SF, and Payloads 

Scenario 
Distance 

(m) 
SF 

Payload 
(bytes) 

Packets 
Sent 

Packets 
Received 

PDR 
(%) 

LoS 60 12 51 10 9 90 

NLOS (Vegetation) 60 12 51 10 9 90 

NLOS (Concrete Wall) 60 12 14 10 9 90 

NLOS (Concrete Wall) 60 12 32 10 9 90 

NLOS (Concrete Wall) 60 12 51 10 9 90 

Source: Authors 

 

So, if by one hand the stability of values could be an advantage for the 

SF12 choice, on the other hand we had lost packets we experienced packet loss, 

and in situations that it’s important not to lose packets (e.g. Surveillance systems, 

Energy monitoring and management - smart grids, Autonomous vehicles, 

Monitoring of electrical signals) the option for the SF7 will be the correct one. 

Considering the problem of inter-SF interference, we see that, for the three SFs 

tested and, in a case, where a gateway may be receiving communications 

packets from different SFs with different packet sizes (at the same distance), the 

RSSI values are much closer together than in the case of the LoS scenario, 

making this case the worst for the SIR (lowest).  

Packet loss in the case of the NLOS (concrete wall) scenario of SF12 and 

51 bytes was expected. Considering that previously for the case of payload with 

51 bytes and SF12, in the LoS and NLOS (with vegetation) scenarios, it had 

already been verified, the loss of a packet in this case of the concrete wall also 

happened. The long ToA led to this.  

Furthermore, in this latter scenario, signals must penetrate, diffract, or 

reflect around obstacles (such as concrete walls or objects), which can cause 

multipath propagation (in addition to normal attenuation). Signals will reflect off 

surfaces and arrive at the receiver at different times. If we think that in addition, 

we have a long ToA (which for the case of SF12 and the three data sizes, varies 

from 1155 ms (14 bytes) to 2465 ms (51 bytes)) we will most likely cause 

destructive interference to the signals and increase thus the probability of 

collisions and packet loss for the case of SF12 and the other two data sizes (14 

and 32 bytes), thus leading to a result in the PDR, for each one, of 90%. 
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5.5 ENERGY CONSUMPTION 

 

Our last results are focused on NLOS scenarios (with a concrete wall, 

more typical on smart cities) and with our highest distance (60 meters), with 

combination of different SF and payloads. 

In Table 9 we can see energy consumption values (mJ) for each 

combination of SF and payload size. 

 

Table 9. Energy consumption values (mJ) for each combination of SF and payload size. 

Scenario Distance SF 
Payload 
(bytes) 

Energy 
Consumption 

(mJ) 

NLOS (Concrete Wall) 60 m 7 14 0.45 

NLOS (Concrete Wall) 60 m 7 32 0.61 

NLOS (Concrete Wall) 60 m 7 51 0.79 

NLOS (Concrete Wall) 60 m 9 14 1.68 

NLOS (Concrete Wall) 60 m 9 32 2.18 

NLOS (Concrete Wall) 60 m 9 51 2.67 

NLOS (Concrete Wall) 60 m 12 14 12.46 

NLOS (Concrete Wall) 60 m 12 32 16.43 

NLOS (Concrete Wall) 60 m 12 51 20.40 

Source: Authors 

 

Analyzing the results shown in Table 9, we can conclude: 

• SF12 consumes up to 27 times more energy than SF7 for the same 

payload. 

• For short distances (LoS and NLOS), using a lower SF is crucial for energy 

efficiency. 

• Larger payloads increase consumption, but the impact is less than that of SF. 
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CHAPTER 6 
 
CONCLUSION 
 
 
 
 
 

This study aimed to investigate the effects of collisions and interference in 

short-range urban LoRaWAN networks, focusing on SFs and payload sizes 

influence signal transmission quality. We used performance indicators such as 

RSSI, ToA and PDR to assess the reliability of LoRaWAN links in real-world 

scenarios. Additionally, we vali-dated the effectiveness of these performance 

indicators in ensuring good signal quality. 

Initially, we established a reference by determining the values of RSSI, 

ToA, and PDR in a LOS scenario for various SFs, payload sizes, and distances. 

Subsequently, we conducted experiments at 60 meters in a NLOS environment 

with vegetation and a concrete wall. 

PDR provided a more realistic assessment of link reliability. Although RSSI 

consistently indicated good or at least acceptable signal strength, we observed 

packet loss-es due to specific conditions: inter-SF interference, fading, 

shadowing, multi-path effects, and extended ToA (especially for SF12 with 

varying packet sizes). Our experimental results indicate that the choice of SFs 

and packet lengths critically influences ToA, RSSI, and PDR. 

In an inter-SF interference environment, packet payload length and the 

choice of SFs impact ToA, leading to packet loss in NLOS scenarios. For both 

LoS and NLOS sce-narios (with vegetation) at 60 meters, using SF12 and a 

payload of 51 bytes, 10 packets were sent and 9 were received, resulting in a 

PDR of 90%. However, in the NLOS sce-nario with a concrete wall, the worst 

results were obtained. For all payloads (14, 32, 51 bytes), 10 packets were sent 

at 60 meters with SF12, resulting in a PDR of 90%. When dealing with multiple 

devices located near the gateways, the combination of different SFs and varying 

packet lengths will lead to increased latency and longer ToA. As a re-sult, the risk 

of packet loss becomes more significant, especially if the SIR is low. 
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Observing the NLOS conditions, such as the concrete wall at 60 meters, a 

PDR of 90% underscores the robustness of LoRaWAN for most non-critical 

applications, even in challenging environments. However, ToA varied 

significantly due to the payload lengths, ranging from 46ms to 2500 ms, 

highlighting the potential for increased latency and packet loss in situations of 

inter-SF interference. In our short-distance scenario, close-range RSSI values 

also revealed a high probability of interference and collisions due to inter-SF 

interference. This limitation will affect scalability for end nodes positioned very 

close to gateways, as they interfere with more distant nodes. 

These findings are essential for optimizing LoRaWAN deployments in 

smart cities. By carefully selecting SFs and managing packet lengths, network 

designers can mitigate the adverse effects of interference, thereby enhancing the 

reliability and efficiency of urban IoT systems. These experiments also 

underscore that selecting an ap-propriate SF for a given link is not 

straightforward, and designers should conduct field tests to validate their choices 

and optimize their networks. 

For networks with devices far from gateways, addressing higher ToA 

values (e.g., SF12) also poses a significant risk of packet loss due to latency. 

This limitation, whether for short or long distances, will affect scalability, 

especially in NLOS scenarios, such as those in smart cities involving buildings. 

Therefore, a balance between emitted and received power will be critical in a 

large network, especially at the two “extreme” points. This balance is important 

because ADR does not solve everything. Ensuring this balance helps prevent the 

nearest nodes from suffering from inter-SF and intra-SF interference caused by 

the farthest nodes, and vice-versa. This balance also mitigates the is-sues of 

latency and poor signal strength experienced by the farthest nodes. The 

performance of LoRaWAN signals in scenarios of inter-SF interference is critically 

important, as these networks are expanding exponentially. 

While some studies have explored inter-SF interference to understand 

how different spreading factors interact with payload lengths and affect network 

performance, these studies often focus on theoretical models and simulations. 

Only a few include field measurements, and the extent and comprehensiveness 

of these measurements can vary. The field is quite dynamic, so continuous study, 
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especially with comprehensive field measurements, is essential to address new 

challenges and applications. 

Note that energy consumption increases exponentially with increase in SF 

even when distance and type of scenario remain constant (NLOS with concrete 

wall). For a payload of 14 bytes, energy consumption increases from 0.45 mJ with 

SF7 to 12.36 mJ with SF12, over 27 times. It is critical to lower energy consumption 

with SF assignment on the low side for example SF7 or SF9 for intermediate 

distances less than 60 m that were analysed. Thus, the importance of mechanisms 

for dynamically adapting the SF and adjusting this in real-time according to both 

conditions of the channel and application should be reiterated again and again. 

The increase in the payload weight from 14 to 51 bytes creates only a slight rise in 

energy consumption; this effect is negligible compared to changing SF. With SF7, 

energy increases from 0.45 mJ (14 bytes payload) to 0.79 mJ (51 bytes payload) 

for a 75% increase, whereas changing SF would increase energy by several orders 

of magnitude.  In such a case, higher SF settings should be avoided as much as 

possible for indoor applications or any short-range scenario, even with NLOS. At 

the same time, payload optimization will probably save some energy but will never 

take priority over the right SF choice. 

In brief, it is very clear from the results that the Spreading Factor (SF) plays 

an important role in the energy consumption of devices based on LoRa 

technology for the Internet of Things. An energy-efficient smart city will have the 

same or even more number of devices (from environmental sensors, smart 

meters, parking systems, etc.) deployed in the urban areas. And while installing 

these devices, maintenance must be reduced while keeping autonomy high in 

terms of functionalities. SF7 and SF12 produce considerable different 

consumption figures for the same payload; this means a huge difference in 

energy savings on a large size while contributing significantly to the sustainability 

of urban systems in sub-urban regions. The high dependency of energy on SF 

thus shows the necessity for adaptive mechanisms like Automated Dynamic 

Range (ADR) that automatically adjusts SF as per the channel conditions. 

Through di-rect (LoS) and others in obstruction (NLOS), this becomes too vital 

for ensuring coverage without compromising device autonomy in heterogeneous 

urban landscapes. Greater payloads imply greater energy consumption; 

however, this is a much smaller contribution as compared to SF variations. Thus, 
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any time possible, the approach must focus on grouping data or using 

compression techniques, maximizing the information per message and avoiding 

long transmissions - a recommended practice for environ-mental monitoring, 

waste management, and traffic control. Typical NLOS communication challenges 

are found in very dense urban scenarios such as concrete edifices, tunnels, or 

underground parking lots. With the analysis, we found that this consumption due 

to higher SF does allow the use of intermediate SFs (like SF9) for reliable short-

distance communications in NLOS situations, enabling sensor deployments 

feasibly without SF12, which greatly reduces consumption. 

With the consideration of urban environmental monitoring projects, smart 

energy management, or public safety infrastructures, it is necessary to: prioritize 

network topologies allowing short-range communication at low SF; distribute 

gateways logically to minimize the use of high SF; and integrate local data 

analysis solutions (edge computing) to minimize the frequency of transmission 

and increase autonomy. 

In our next study, we intend to increase the distances and expand the 

number of devices in the network. Extending these scenarios, as already 

proposed, will lead to further validation of these metrics in various conditions. This 

will also allow us to test the scalability of a network with several end nodes and 

different SFs at greater distances, and to examine aspects like collisions and 

interference in the performance of these networks. This is a promising direction 

for future work. 
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